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Abstract 
The ability to entice and engage crowd workers to partici-
pate in human intelligence tasks (HITs) is critical for many 
human computation systems and large-scale experiments. 
While various metrics have been devised to measure and 
improve the quality of worker output via task designs, effec-
tive recruitment of crowd workers is often overlooked. To 
help us gain a better understanding of crowd recruitment 
strategies we propose three new metrics for measuring 
crowd workers’ willingness to participate in advertised 
HITs: conversion rate, conversion rate over time, and nomi-
nal conversion rate. We discuss how the conversion rate of 
workers—the number of potential workers aware of a task 
that choose to accept the task—can affect the quantity, qual-
ity, and validity of any data collected via crowdsourcing. 
We also contribute a tool—turkmill—that enables requesters 
on Amazon Mechanical Turk to easily measure the conver-
sion rate of HITs. We then present the results of two exper-
iments that demonstrate how conversion rate metrics can be 
used to evaluate the effect of different HIT designs. We in-
vestigate how four HIT design features (value proposition, 
branding, quality of presentation, and intrinsic motivation) 
affect conversion rates. Among other things, we find that 
including a clear value proposition has a strong significant, 
positive effect on the nominal conversion rate. We also find 
that crowd workers prefer commercial entities to non-profit 
or university requesters. 

 Introduction   
Effective crowdsourcing of commercial tasks and data col-
lection for research purposes depends on both the quality 
of work produced and the number of workers who can be 
recruited in a reasonable time at an acceptable price (Doan, 
Ramakrishnan, and Halevy 2011). One of the more popular 
crowdsourcing and microtask markets is Amazon Mechan-
ical Turk (MTurk). MTurk provides a platform allowing 
requesters to list Human Intelligence Tasks (HITs) for 
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completion by a large pool of crowd workers in exchange 
for a monetary reward. MTurk’s equivalence to lab studies 
is a researched area and authors, including Kittur et al. 
(2008), Heymann and Garcia-Molina (2011), and Paritosh 
(2012), suggest including verifiable responses to allow an 
objective method of monitoring participants’ in-task be-
havior, and using a filtering strategy to eliminate suspect 
results. 
 In this paper we suggest that a clearer understanding of 
the wider crowd worker population, including those who 
choose not to participate might provide us with two key 
benefits. First, it can help us develop more effective crowd 
worker recruitment strategies and thereby maximize the 
utilization of the crowd worker pool. Second, it can inform 
us of self-selection biases among crowd workers and 
thereby help us carry out more accurate replications of 
crowd experiments. 

Related Work 
To better understand how workers approach tasks on 
MTurk, Rzeszotarski and Kittur (2011) propose a method 
of comprehensive metadata collection of crowd workers’ 
actions as they complete HITs. This information is then 
used to predict the quality of work submitted. The work of 
Rzeszotarski and Kittur (2011) on ‘instrumenting the 
crowd’ demonstrates the potential benefit of designing 
tasks that aid the worker in their completion. Huang et al. 
(2010) propose a solution for predicting and improving 
work quality that uses worker feedback to automate task 
design improvements from their initially seeded design. In 
order to model output variability as a function of the num-
ber of available workers at a given point in time, the au-
thors propose an availability model based on worker time 
zone using IP-based geo-location of participant data 
(Huang et al. 2010). 
 Some work has also been done on understanding how 
workers search for HITs and how pricing influences work-



ers’ engagement (Chandler and Horton 2011; Chilton et al. 
2010). Kaufmann et al. (2011) consider worker motiva-
tions and show that intrinsic motivation factors are a sig-
nificant force in worker behavior. Understanding worker 
motivation is fundamental to creating a clear task which 
will attract high-quality workers in sufficient quantities. 
However, while Kaufmann et al. (2011) highlight factors 
that bring workers to MTurk, without appropriate measures 
of the scope of the marketplace and available worker popu-
lations, the application of these ideas to understand what 
brings workers to individual HITs can be problematic. 
 Chilton et al. (2010) track HIT lifetimes by scraping the 
MTurk HIT search pages. This allows them to create a 
measure of a HIT’s exposure to workers as a function of 
the position in which it was displayed when ordered by 
newest first. However, Chilton et al. (2010) acknowledge 
that workers have the option to change the sort order and 
this impacts the accuracy of these estimates. Understanding 
how workers arrive at a HIT provides additional context to 
evaluations. However, the essentially limitless possibilities 
for search terms make this a difficult measure to use when 
evaluating worker interest in a given type of task. 
 Work by Kanich et al. (2011) makes use of preview sta-
tistics as part of their analysis of the potential risks of 
malware infections for crowd workers. However, they did 
not consider how preview data might be used to measure 
the available workforce for a given task. Related, using 
their comprehensive tool, Turkalytics, Heymann and Gar-
cia-Molina (2011) gathered a wide variety of worker inter-
action data and, as part of a general overview, note an in-
verse correlation between the number of previews and the 
time since posting a HIT. In this paper we suggest that this 
preview data can be used to better understand the available 
worker population. While Turkalytics provides comprehen-
sive data collection, the authors note that the solution suf-
fers from a number of technical limitations and is not pub-
lically available at the time of writing1. 

Contributions 
In this paper we propose conversion rate, conversion rate 
over time, and specifically the nominal conversion rate as 
new metrics for measuring crowd worker behavior and in-
terest in specific tasks. 
 To collect this data we developed turkmill as an alterna-
tive, non-invasive tool for extracting pre-task interaction 
data retroactively from the standard log files generated by 
externally hosted HITs. 
 Second, we explain how the metrics we propose can 
help mitigate the problem of crowd latency and maximize 
the utilization of the crowd worker pool in human compu-
tation systems and crowdsourced user studies alike. 

                                                
1 http://turkalytics.com 

 Finally, we use our tool and the metrics we propose in 
this paper to investigate how various aesthetic features and 
motivational factors affect conversion rates. 

Measuring Worker Behavior 
For tasks completed using MTurk, requesters are provided 
a downloadable comma-separated values (CSV) file of the 
results submitted by workers, allowing simplistic measures 
of HIT completion rate to be calculated. However, in the 
same way that a commodity item might sell faster in a city 
than a village, or a seasonal item might sell faster when in 
season, MTurk is subject to additional market factors. To 
understand which factors influence the completion rate in 
context, a more comprehensive understanding of the work-
er population is required. As of January 2011, Amazon in-
dicated a workforce in excess of 500,000 workers2, yet 
many of these workers may never see a particular task. 
Workers may not be online, available, eligible, or interest-
ed in any given HIT. 
 Webserver log data has been shown to be a useful meth-
od for recreating a user’s “clickstream” and understanding 
user interactions with website and web-based applications 
(Büchner and Mulvenna 1998; Ting et al. 2007). To extract 
conversion rate data from HITs we developed turkmill – 
named as a portmanteau of MTurk and sawmill, a facility 
for processing physical wooden logs. Turkmill is a com-
mand line tool that processes standard Apache HTTPd log 
files and extracts each worker’s IP address, worker ID, as-
signment ID, preview time, accept time, and, optionally, 
location using IP-based geo-location. 
 Turkmill works backwards through the log files and uses 
the assignmentId query-string parameter provided by 
MTurk to identify both the initial preview time, where it is 
set to ASSIGNMENT_ID_NOT_AVAILABLE, and the ac-
cept time of a HIT, where it is set to a unique identifying 
string. To associate the initial, anonymous, preview with 
the later accept time, turkmill uses the IP address to locate 
the closest pair. Previews that do not have an accept time 
are written out with the missing data, indicating a worker 
who chose to preview the HIT but decided not to accept. 

Conversion Rate 
Using the preview data we can measure the conversion 
rate (cr) for a HIT. We define it as the ratio of workers 
who complete a HIT to all those who were exposed to the 
HIT. Conversion rate provides us with a scaled metric that 
includes a measure of the potential worker population. 
Thereby it enables a direct comparison of features between 
HITs that may have been completed on different days, at 
different times, or with different eligibility requirements. 
While conversion rate is a useful metric for measuring the 
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popularity of a task, it does not consider variations that 
might occur during a HITs lifetime, nor does it consider 
the complex task management carried out by the MTurk 
platform, which we describe later in this paper. 

Conversion Rate over Time 
Conversion rate, as a scaled measure, allows both compari-
sons between different HITs, and comparisons within a 
HIT. By plotting the cumulative conversion rate over time 
we can visualize how the conversion rates develops. This 
provides us with an increased insight into external factors 
influencing the number of workers accepting a task and the 
probability that they will do so.  

 
Figure 1. Conversion Rate, Previews, and Comple-
tions over time for a long-term demographic study. 

 As an example of these insights Figure 1 shows the con-
version rate, the proportion of previews to date, and the 
proportion of completions over the first 600 hours (25 
days) of a simple demographic survey carried our using 
MTurk. The survey consisted of 1,985 previews with an 
overall conversion rate of 78.94%. 
 The difference seen in regions A-B and B-C of Figure 1 
highlight the importance of conversion rate as an indicator 
of participant interest in the task. While a significant in-
crease in workers might correlate with an increased inter-
est, or preference, for a task, this is not always the case. 
For participation to increase, only the population of availa-
ble workers available must increase. This can happen if, 
for example, more workers become available during week-
ends. However, for an increase in conversion rate the intent 
of those workers must change—they must be primed to ac-
cept tasks. 
 This anomalous behavior is again seen in regions D-E 
and E-end of Figure 1, however the impact is limited by 
the much larger dataset at this point, and the cumulative 
nature of conversion rate. In the case of B-C and D-E, we 
conjecture this priming might be due to online word-of-
mouth discussions between participants on services such as 

TurkerNation3 and MTurk Forum4. However, while work-
ers are known to communicate “Great HITs” online, we 
have been unable to identify any worker communication 
with regard to this specific study at the times identified. 
 In the intervening period, region C-D, the conversion 
rate remains relatively stable showing only a slow decline, 
likely due to a natural aging-out of the task in the MTurk 
search results. 

How MTurk Manages HITs 
In addition to the variations that occur over the HIT life-
time, Amazon carries out task management. To ensure only 
the requested number of assignments are submitted for 
each task, MTurk counts the number of tasks available. 
This measure is exposed through their requester API as the 
element NumberofAssignmentsAvailable, part of the HIT’s 
data structure (Amazon Inc. 2012). This counter decreases 
by one for each submitted assignment, but also decreases 
by one for each active5 preview. Once the available as-
signments reach zero, the HIT is no longer listed on the 
MTurk worker interface, and direct links instead indicate 
that there are no more assignments available. Should a user 
decide to return the task (drop out), this number then in-
creases again and the task will again be available for other 
workers. 
 This simplistic control of assignments in progress, cou-
pled with a reduction in parallel assignment completion, 
can lead to misleading conversion rates during the end 
phase of a HIT lifetime if it is calculated as a simple ratio 
of completions to previews. 

Nominal Conversion Rate 
To avoid including this noise in the calculation, and to 
comparably quantify the appeal of a HIT, the measured 
conversion rate must be representative of the nominal con-
version rate (ncr) for that HIT. To compensate for the high 
variability present at the beginning of the task, and to 
counter for any end-of-HIT effects, we define ncr as the 
mean conversion rate for the interquartile time period of 
the lifespan of the HIT. For the study shown in Figure 1 
the ncr = 0.782, lower than the final and aggregate conver-
sion rate, cr = 0.789, which has been influenced by the 
sharp increase in the number of interested workers, but 
equally, had the study been smaller or not been ongoing, 
could have been affected by a downward end-of-HIT ef-
fect. In other words, ncr is a relatively robust estimator of 
the volatile raw conversion rate curve. 
 Formally, we define ncr as: 
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where x is an array of time-ordered conversion rates, t is a 
corresponding ordered array of the times for which those 
conversion rates were calculated, and Δ! is the lifespan of 
the HIT. 

Experiment 1: Presentation and Structure 
To gain a general understanding of how the preview of a 
HIT affects worker decisions to accept a task we consid-
ered a comparison of common presentational features of 
HITs: layout and appearance, branding, and disclosure of 
the value proposition. These three variants were compared 
against a common baseline task. 

Method 
The baseline task was devised consisting of two demo-
graphic questions—age and gender—and eight simple 
mathematical expressions, two addition, subtraction, mul-
tiplication, and division operations, with single digit oper-
ands. The task was posted to MTurk with the title “Simple 
Mathematical Test”, a reward of 10¢ (USD), and a maxi-
mum duration of one hour. The baseline task included a 
value proposition—the amount of work required to receive 
the reward—and a progress bar (during the question-phase 
only). The task was also branded with a university logo, 
and used a multi-page template with a professional appear-
ance. Figure 2 illustrates how the baseline task looked 
when workers previewed it on MTurk. 

 
Figure 2. Baseline task presentation in Experiment 1. 

Striping shows elements removed in variants. 

 For each of our variants we removed or modified a fea-
ture of our idealized HIT. To verify the importance of the 
value proposition we created a new HIT, which consisted 
of a modified baseline HIT, excluding any indication of the 

amount of work to be done. In this variant we removed the 
example task (indicating difficulty), any reference to the 
number of questions in the task, and the progress bar (indi-
cating duration). 
 In our second variant we considered branding. Branding 
a task provides some measure of endorsement and suggests 
a level of accountability in the event of negative outcomes 
for the worker (such as a block, or non-payment). For this 
variant we created a new HIT that consisted of a modified 
baseline HIT that excluded any university branding and 
any other acknowledgement that the task was part of a re-
search project at all. 
 Our third variant considered the general aesthetics and 
structure of a task. The aesthetic features of a task may 
suggest a level of security, professionalism, and trustwor-
thiness to workers previewing and undertaking a task. For 
this variant we created a new HIT that consisted of a modi-
fied baseline HIT that had all style information from the 
HTML markup removed, with the exception of red colora-
tion on warning text. The multi-page design was collapsed 
onto a single page, as seen in Figure 3. 

 
Figure 3. Presentation and structure variant in pre-

view. As a one-page task, the questions followed. 

 To prevent workers from completing more than one var-
iation of the task, and similar to Mason and Watts (2009), 
each experiment, comprising its variants, was tested using 
a single listing on the MTurk requester interface and a 
simple redirector was used to transparently redirect the 
content of the HIT to the current variant. 
 To further validate any differences, and to contrast a 
common eligibility requirement, we launched the HITs in 
two distinct microtask market regions: workers resident in 
the United States and workers resident elsewhere. In total 
we launched eight HIT designs: four HIT design variants 
limited to workers resident in the United States, and four 
HIT design variants that excluded American workers. 
 To achieve this, two mutually exclusive HITs, request-
ing 50 assignments, were launched on the MTurk market 
place, one with the eligibility requirement “Location is 
US”, and the other “Location is not US”. To ensure all 



previews would represent a potential worker that was able 
to accept and complete the HIT, the eligibility requirement 
was configured to prevent previews from those not eligible 
to complete the task. After 24 hours had passed, the redi-
rector was set to the next task in the series and the number 
of assignments requested was topped-up to allow a maxi-
mum of 50 submissions for the current variant. 
 For each microtask region, we set out three a priori hy-
potheses for our experiment: 
 H1: The nominal conversion rate will decrease if we re-
move the value proposition for the HIT. 
 H2: The nominal conversion rate will decrease if we re-
move university branding from the HIT. 
 H3: The nominal conversion rate will decrease if we 
worsen the overall presentation and appearance of the HIT. 

Results 
In total, 428 previews were recorded of which 376 partici-
pants completed the task. To remove the occurrence of 
workers with multiple accounts participating more than 
once and potentially skewing the results (Heymann and 
Garcia-Molina 2011), the data was also filtered by IP ad-
dresses, preserving the latest action group (preview, accept, 
complete) only. The data was sorted by preview time, and 
any previews occurring after the preview time of the last 
completed assignment were removed. Previews occurring 
before the first completion, if any, were preserved. 
 Over the 24-hour lifetime of each task the “Location is 
US” HIT recruited 176 participants, 26 for the branding 
task, 50 for all other tasks. Of the 176 participants only one 
was removed due to a non-unique IP address. The nominal 
conversion rate was calculated for each condition: baseline, 
87.6%; no value proposition, 56.3%; no branding, 94.5%; 
poor layout, 86.0%. Statistical significance testing was car-
ried out using the individual conversion rates, from the in-
ter-quartile time period, as used to calculate the ncr. 
 An omnibus ANOVA revealed a statistically significant 
difference between the conditions (F3,43 = 88.748, 
!!!!= .861, p < 0.05). Tukey HSD post-hoc pair-wise com-
parisons showed that the baseline variant resulted in a sta-
tistically significant difference compared to the variant 
with no value proposition and the variant without universi-
ty branding. The difference between the baseline variant 
and the layout variant was not statistically significant. 
 Over the 24-hour lifetime of each task the “Location is 
not US” HIT recruited 200 participants, 50 for each task 
variant. Of the 200 participants seven were removed due to 
non-unique IP addresses. The nominal conversion rate was 
calculated for each condition: baseline, 86.5%; no value 
proposition, 76.5%; no branding, 89.6%; poor layout, 
93.3%. Statistical significance testing was carried out using 
the individual conversion rates, from the inter-quartile time 
period, as used to calculate the ncr. 

 An omnibus ANOVA revealed a statistically significant 
difference between the conditions (F3,51 = 105.596, 
!!!!= .861, p < 0.05). Tukey HSD post-hoc pair-wise com-
parisons showed that the baseline variant resulted in a sta-
tistically significant difference compared to all variants: 
the variant with no value proposition, the variant without 
university branding, and the poor layout variant. 
 In summary, the first experiment revealed that including 
a value proposition significantly increased the nominal 
conversion rate. The impact of the overall presentation of 
the HIT was mixed as ncr was influenced differently for 
workers resident inside and outside the US. Finally, unex-
pectedly, including university branding decreased ncr. 

Experiment 2: Intrinsic Motivation 
To understand the unexpected negative effect of university 
branding on conversion rate, we carried out another exper-
iment with the goal to better understand workers’ intrinsic 
motivation to carry out a HIT.  

Method 
The effect of intrinsic motivators on worker performance 
has previously been investigated by Rogstadius et al. 
(2011), showing that work quality was improved when in-
trinsic motivation was higher. Workers were primed with 
two different introductory messages describing commercial 
and non-profit sponsors for the task and asked to count 
blood cells and malaria infections in a computer generated 
image. A minimal replication of this experiment was con-
ducted to determine the effect of this priming on worker 
conversion rate when exposed during a HIT preview. 
 The experiment consisted of three variants of this task, 
with each worker seeing only one variant managed using 
the same redirection technique used in Experiment 1. The 
first variant indicated sponsorship by a fictional commer-
cial organization, the second by a fictional non-profit, and 
the third without any sponsorship information. Workers 
were shown a simple introductory message explaining the 
task and introducing the fictional sponsor, if any. The par-
ticipants were asked to count the number of blood cells in 
the image, and the number of malaria parasites. After sub-
mitting the form, the true nature of the experiment was dis-
closed and users were asked to indicate their age and gen-
der. The layout presented to workers can be seen in Figure 
4. 
 Replicating the experiment by Rogstadius et al. (2011), 
workers were not segregated by region into US and non-
US workers. Due to the lower anticipated interest in the 
task, each variant was available for 48 hours. After 48 
hours had passed, the redirector was set to the next task in 
the series and the number of assignments requested was 



topped-up to allow a maximum of 50 submissions for the 
current variant. 
 For these microtasks, we set out our a priori hypothesis 
for our experiment: 
 H4: The nominal conversion rate will increase when in-
trinsic motivation is increased. 

Figure 4. Intrinsic motivation task for Experiment 2. 
Striping shows text changed or removed in variants. 

Results 
Over the 48-hour lifetime of each variant, we collected 42 
participants for the non-profit variant, 25 for the commer-
cial variant, and 18 for the unsponsored variant. In addi-
tion, the variants collected an additional 107, 29, and 50 
previews respectively. The nominal conversion rate was 
calculated for each condition: the non-commercial task, 
18.7%; the unsponsored task, 31.7%; the commercial task, 
48.9%. Statistical significance testing was carried out using 
the individual conversion rates, from the inter-quartile time 
period, as used to calculate the ncr. 
 An omnibus ANOVA revealed a statistically significant 
difference between the conditions (F3,134 = 2673.055, 
!!!!= .976, p < 0.05). Tukey HSD post-hoc pair-wise com-
parisons showed that the non-profit variant resulted in a 
statistically significant difference compared to both the 
variant with no sponsorship information and the variant in-
dicating a commercial sponsor. 

Discussion 
As expected, both US and non-US workers showed a sig-
nificant reduction in conversion rate for tasks which did 
not indicate their value proposition. Without accurate 
knowledge of the effort required, workers appear reluctant 

to begin a task. The inclusion of some measure of the effort 
required to receive the reward is clearly essential, however 
attempting to use the maximum duration to indicate the 
value proposition would seem difficult as providing suffi-
cient time for slower workers is essential to maximize 
worker up-take. Providing a clear statement of the task can 
be used to encourage worker interaction, especially so with 
American workers. 
 The importance of presentation is unclear. While US 
workers showed no significant preference between the 
baseline task and the one-page layout, a clear preference 
for a one-page layout was noted for non-US workers. 
While initially this might appear to be due to a further ex-
posure of the value proposition, non-US workers placed 
less importance on this feature than their American peers. 
For this reason, we conjecture that this may be a due to dif-
ferent familiarity with a particular presentation style. 
 Contrary to our expectations, workers showed a prefer-
ence for our unbranded task. With our initial expectation 
that a recognizable brand or institution would lend the ben-
efits of their prestige and surety, an inverse relationship be-
tween branding and conversion rate was unexpected. To 
our knowledge, the authors are presently the only research-
ers using MTurk for crowdsourcing at their institution, and 
at the time of writing, maintain a 100% rating in all catego-
ries on the requester-ranking site, Turkopticon6. 
 Our second experiment further investigated this anoma-
ly, and demonstrated a clear preference for workers to dis-
tance themselves from non-commercial entities. When 
choosing a task, workers were more likely to complete an 
unsponsored variant over the non-profit variant, and pre-
ferred a commercially sponsored variant over both. This 
preference for a commercial institution suggests that intrin-
sic motivators are less important than the implications of 
our priming text for receiving the remuneration, namely 
that a commercial organization may be more reliable than a 
non-profit with regard to their obligation to pay. 
 The lower overall worker turnout for the motivation ex-
periment (85 in 144 hours, compared to 376 in 96 hours) 
may be attributed to the more complex nature of the intrin-
sic motivation task. The HIT required an extended effort to 
carefully identify and count the individual units in the im-
age, and this, combined with the medical nature of the task, 
may have lead to self-selection not present in our first ex-
periment with its simpler mathematical task. 

Application of Conversion Rate Metrics 
As a measure of worker up-take, conversion rate indicates 
how many of the workers aware of a HIT choose to accept 
and complete a task. For research studies, improving the 
conversion rate has an effect on both sample quality and, 
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potentially, quantity. The ability to monitor worker intent, 
and potentially influence it, can allow for larger, more rep-
resentative samples to be collected. Reducing the self-
selection of workers can lead to higher quality data and 
studies (Paritosh 2012). Improved understanding of these 
factors can result in a more representative sample of work-
ers, allowing more confidence in generalizations and fewer 
unknown and uncontrolled confounds. Including conver-
sion rate metrics in studies may also improve replicability. 
 For commercial tasks, the time taken to complete all as-
signments in a HIT can be an important factor in the value 
of work produced. Many common tasks, such as audio 
transcription, may only have value to the requester if com-
pleted before the information being transcribed is no longer 
current. Maximizing utilization of the available worker 
pool during a task minimizes the time taken to complete all 
component assignments of the HIT, regardless of the cur-
rent availability of workers. 
 Complete human computation systems, which rely on 
workers to interpret and solve computationally difficult 
problems, are an intense area of research for practical ap-
plications of crowdsourcing. However, due to the unrelia-
ble nature of crowdsourcing, crowd latency is often a prob-
lem (Bernstein et al. 2010; Bernstein et al. 2011; Franklin 
et al. 2011; Gingold, Shamir, and Cohen-Or 2012). 
 For example, CrowdDB is a crowdsourced extension to 
the SQL data access language that allows human computa-
tion resources to be accessed through a familiar interface 
(Franklin et al. 2011). However, such a system has a huge 
reliance on rapid turnaround times for queries if they are to 
be of practical real-world use. Franklin et al. (2011) high-
light their difficulty in recruiting workers to these tasks, 
citing an insufficient worker pool and workers wary of new 
requesters. Without actual conversion rate metrics to pro-
vide an understanding of the worker pool, an accurate 
measure of precisely what is limiting the availability of 
workers, and why workers appear to be reluctant to accept 
tasks, cannot be meaningfully quantified. 
 While conversion rates can allow post-hoc analysis of 
user interface elements, measuring conversion rates and 
worker population estimates in real time can also allow 
crowdsourcing systems to dynamically price tasks to meet 
requester requirements, such as speed of task execution, or 
executing the task in the most cost efficient manner. This 
type of optimization would be transferable to other 
crowdsourced processing systems which experience signif-
icant issues with task turn-around time, and other algo-
rithms with crowd latency issues (Bernstein et al. 2010; 
Gingold, Shamir, and Cohen-Or 2012). 

Limitations and Future Work 
Turkmill extracts pre-task interaction data from standard 
Apache log files, however this approach requires that HITs 

are hosted on an external webserver on which the log files 
can be accessed. This type of task requires that the HIT is 
launched using the MTurk API or the MTurk command 
line tools. While this allows for non-invasive and even ret-
roactive data analysis, this approach requires some level of 
technical expertise in HIT implementation. This limitation 
is not endemic to the data itself, and Heymann and Garcia-
Molina (2011) demonstrate that preview information can 
be captured using a more technically complex, but reusa-
ble, client-side framework allowing data to be captured 
from a wider variety of HIT implementations, and for these 
HITs to be created using the MTurk web-based requester 
interface. 
 Turkmill also suffers from its own technical limitations 
and is limited by the IP addresses listed in the standard 
Apache log format. For interaction that occurs before 
MTurk reveals the workerId, turkmill must use the IP ad-
dress as a unique identifier to collate the separate actions 
into a collective click-stream. To distinguish concurrent 
workers turkmill uses the IP address combined with a near-
est-neighbor approach to collate these individual events, 
and this may lead to events in overlapping click-streams 
from the same IP address being misattributed to other users 
from the same location. Turkmill supports IPv6 addressing 
for webserver logs including these addresses. With the ex-
pected gradual growth of IPv6 connectivity and the decline 
of shared IP addresses for originating Internet traffic, this 
type of issue is expected to become less frequent. 
 Finally, as a new metric for crowdsourced studies, this 
paper has made only the broadest comparisons between 
very narrowly defined HIT features. The unexpected, in-
consistent importance of presentation style for US and non-
US workers would certainly benefit from further explora-
tion. A more complete investigation of the different expec-
tations between worker populations may provide a fruitful 
avenue for future research. Similarly, the unexpected pref-
erence of workers to avoid non-commercial HITs, and the 
somewhat concerning implications, is certainly an area 
where increased study and further confirmation is neces-
sary before we can draw definitive conclusions. 

Conclusion 
To maximize the available workforce in online labor mar-
kets, such as MTurk, it is essential to understand what fea-
tures make a task attractive to workers. This paper has pro-
posed three new standard metrics for crowdsourced stud-
ies: conversion rate, conversion rate over time, and nomi-
nal conversion rate. Conversion rate metrics help nuance 
and contextualize crowdsourcing studies and provide us 
with a basic understanding of the population under study. 
Using these metrics we carried out two experiments to bet-
ter understand worker engagement. We found that includ-
ing a clear value proposition has a strong significant, posi-



tive effect on the nominal conversion rate. We also found 
that crowd workers prefer commercial entities to non-profit 
or university requesters. For experimental research, con-
version rate metrics help nuance our understanding of the 
sample recruited for study. For human computation sys-
tems, conversion rates can help identify design features 
that affect crowd latency, performance, and cost. 
 To help other researchers, we will be releasing our tool 
turkmill under the MIT open source license and it will be 
available from: http://www.cs.st-and.ac.uk/~jtj2/turkmill 
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